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Abstract

This dissertation presents the research work developed in order to tackle the
problem of dishonest behaviors in on-line networks by applying graph-based
ranking algorithms. This work have been carried out in two complementary
fields: the first one studies the dishonest behaviors that can be performed in
the World Wide Web, and the second one is focused on the similar problems
that suffers the Web 2.0.

In this way, we first focus our attention on the dishonest behaviors in the
World Wide Web: the web spam. The main goal of web spam is to diverse
web traffic to some specific web sites by cheating the web search engines in
order to make these web sites as visible as possible. The key point in this
task is the relevance of web pages, and the main problem is to avoid spam
we pages to obtain a high relevance for the web search engine. This problem
strongly affects the reliability of these systems, due to the harming effects
caused in their performance in terms of providing the users with incorrect
or undesirable contents. We propose a graph-based ranking algorithm that
processes the web graph in order to build a ranking of web pages according
to their relevance, demoting those web pages that are likely to be spam. The
main novelty of our approach is the inclusion of knowledge from the textual
content of the web pages into the graph-based algorithm. In this way, our
approach can take into account not only the textual content of the web pages
but also the hyperlinks between them.

On the other hand, we tackle the problem of trust and reputation in social
networks. These systems must face several difficulties in order to avoid the
negative effects caused by the dishonest behaviors that can be performed by
their users. In this field, the relevance of the web pages has been changed by
the reputation of the users, so the main problem is to detect the mechanisms
used by malicious users in order to obtain a high reputation in the system.
In this work we propose a graph-based ranking algorithm intended to detect
and penalize the dishonest behaviors produced in a social network, in order
to compute the trustworthiness of their users in such way that it will not be
affected by the possible dishonest behaviors that can be performed.



The main novelty of this system is the ability of processing a social net-
work with positive and negative relationships among their users, taking into
account both types of relations to extract as much information as possible
from the network.

The evaluation of both methods, the web spam detection technique and
the trust and reputation system, shows that they are reliable in their corre-
sponding tasks. We can conclude from these results that the enrichment of a
graph-based ranking algorithm with content-based knowledge about the do-
main of the problem proposed in PolaritySpam, and the inclusion of the neg-
ative opinions of the users in a social network implemented in PolarityTrust
are two useful techniques in order to deal with the dishonest behaviors in
on-line networks.

Apart from the results, both techniques present some new ideas which
can be suitable for these and other tasks where the content-based knowledge
and the positive and negative relations in a network are relevant. Some of
these applications are pointed out as well in this dissertation, highlighting
the applicability of our research work









Chapter 1

Introduction

La meta é partire
(The goal is to depart)

Giuseppe Ungaretti oy, Jine networks have experienced a great expansion

in the past few years. The Internet can now be accessed almost anywhere
by numerous means, from PC’s to mobile Internet devices, mobile phones,
game consoles, etc. The growth in the number of users and in the variety of
accessing ways have also provoked an evolution in the functionalities of the
Internet for the users.

In the beginning, the Web was seen as a huge collection of information,
organized in documents interrelated through hyperlinks. The main services
in the Web were focused on the Information Retrieval task, developing tools
that retrieves any kind of relevant information about some topic from the
Web. The aim of these systems is to provide the users with a set of relevant
documents (or web pages) related to an information need (query).

Last years, the paradigm of the Internet is moving on from the concept
of just retrieving static information, to the ideas of interactive systems and
collaborative contents. These are the basis of the Web 2.0. This new vision
of the Internet has gained weight with the appearance of on-line social-based
systems, so called Social Networks. Under this name, we can find web ap-
plications that cover a wide variety of themes and functionalities, and allow
their users to share many kinds of contents and to establish different types
of relationships between them.

Nowadays, both conceptions of the Internet coexist and they even share
some common tasks and problems. Social-based systems are mostly made
of user-generated content, so the information retrieval engines are still very
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useful in order to search for relevant information in them. Furthermore,
new problems have come up with these systems, such as the opinion leader-
ship (Agarwal et al., 2008; Valente and Pumpuang, 2007), the reputation and
community management (Yu and Singh, 2003), the detection of user commu-
nities in a network (Newman, 2003), the estimation of the trustworthiness of
users (Golbeck, 2005; Guha et al., 2004; Kamvar et al., 2003b), etc.

In this dissertation we study the problem of dishonest behaviors in on-line
networks, focusing our attention on those phenomena caused by users who
try to obtain some kind of benefits by gaining a high relevance through the
disturbance of the usual performance of the systems. We present two graph-
based techniques intended to deal with dishonest behaviors in both the Web
and social-based systems, respectively. In the Web, the dishonest behaviors
are fundamentally the web spam, consisting in the creation of web pages with
an illicit relevance in the Web for the purpose of obtaining web traffic. The
principal aspect of the social-based systems is the trust and reputation of the
users, and the main problem is caused by the dishonest behavior of users
who try to gain a high reputation in the network.

1.1 Motivations

The huge growth of the Internet and the necessities of their users favored the
development of new software to cover those needs, such as the web search
engines, and a new conception of the Web as a social-based system. They
also brought about the invention of new business models, and ways of taking
advantage of them in order to obtain some kind of benefits from it. The
motivations of our research are framed in this work environment.

As we stated above, web search engines have become one of the most
useful (and widely used) tools in the Internet. They usually consist in three
components: a web crawler, a document indexer and a document retriever.
The web crawler collects the web pages in the Internet, following every links
and extracting the useful information from the HTML contents. The indexer
analyzes the data provided by the crawler, and stores the information of the
web pages in one or more indezxes, that is a database intended to facilitate
the retrieval process making the information searching as fast as possible.
Finally, given a user query, the document retriever searches in the indexes
and builds a ranking with the most relevant documents that contains the
information needs expressed by the query. In this way, the user have access
to the most relevant resources about its information needs. The usefulness
of a search engine depends on the relevance of the result set it gives back.

As an immediate consequence of this, the most relevant resources indexed
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in a search engine are also the most visited ones. This fact motivated the
appearance of a new business model consisting in offering advertising schemes
that, in return for increased web traffic (number of visitors), pay for screen
space on a web site. Web sites often aim to increase their web traffic through
their inclusion on search engines (indexation). This business model acts as an
incentive for web sites to generate contents that can be considered relevant
by users and hence by web search engines.

This is the origin of one of the hardest problems of web search engines:
the Web Spam. 1t is based on the manipulation of the relevance of a web
page indexed by a search engine, for the purpose of obtaining some kind of
benefits, usually an increased amount of web traffic. Web spam consists in
the creation of web pages in order to make a web search engine to deliver
undesirable results to a query (Najork, 2009). There are several works that
tackle this dishonest behavior, we discuss them in depth in Chapter 4.

On the other hand, a similar problem is observed in the Web 2.0. Social
networks introduce in on-line networks the novelty of allowing their users
to generate contents in order to enrich the entire system and share those
contents with other users. Usually, these systems also provide the users with
social functionalities, for example establishing relationships with other users
in the network, or voting the contents shared by other users. One point in
common for the majority of the social networks is the necessity of qualifying
their own contents in order to provide a better service and to improve the
user experience. In social news sites and other content-sharing networks it
is very useful to take advantage of the user opinions in order to give more
relevance to some contents over others. In on-line marketplaces it is crucial
to distinguish untrustworthy sellers or buyers, so these systems usually allows
their users to evaluate their transactions.

The problem comes out when a user or a group of users take advantage
of the voting system in order to gain any kind of benefits. For example, in
on-line marketplaces a dishonest seller would want to gain high reputation in
order to increase his sales. Or maybe a user in a social news site would try
to give as much visibility as possible to news with a specific biased opinion
about some topic. All these actions can provoke negative consequences in the
services provided by these sites, disturbing the normal behavior of the social
networks. Trust and Reputation Systems (from now on TRS’s) are intended
to deal with this problem, avoiding the effects that users with dishonest
behaviors can cause in a social network. We review the state-of-art on this
field in Chapter 6.
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1.2 Hypothesis

The framework where we develop our research work, the detection of dishon-
est behaviors in on-line networks, embrace two closely related topics: web
spam detection and trust and reputation systems in social networks. Due
to the great similarities and the points in common shared by both fields, we
tackle them using very similar approaches, talking in an intuitive way. Both
problems can be abstracted as a graph: we have a set of elements (web pages
and users, respectively) which are related in some way (links between the
web pages, or the different relationships in a social network). The tasks will
consist, in both cases, in detecting what are the most relevant (or irrelevant,
in the case of web spam) elements of the graph. This is the reason why we
tackle both problems from the point of view of the graph theory, applying
the logical modifications to adapt our proposals to each particular task.
The global hypothesis in our dissertation can be formulated as follows:

The detection of dishonest behaviors in on-line networks can be carried out
with graph-based techniques, that are flexible enough to include in their schemes
specific information (in the form of features of the elements in a graph) about
the network to be processed and the concrete task to be solved.

Specifically, we formulate the next hypotheses for each problem:

e Regarding to the web spam detection task, the inclusion of knowl-
edge about the textual content of the web pages in addition to the
relations between the web pages (implicit in the web graph topology)
into a graph-based model can improve the performance of a web spam
detection system.

e Regarding to trust and reputation task, taking into account the
negative links (edges with a negative weight) in a network in addition
to the positive ones improves the discriminative ability of a system
intended to detect dishonest behaviors in on-line networks.

1.3 Contributions

Following the hypotheses shown previously, the main contributions presented
in this dissertation can be summarized as follows:

First, we have made a thorough analysis of the state of the art in graph-
based learning related to the spam detection task, and the trust and rep-
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utation systems. We have focused our attention in the different systems
developed for both tasks, and the evaluation methods used in each field.

Second, we present PolaritySpam, a graph-based method for spam detec-
tion. It analyzes the links and contents of the web sites in order to determine
their spam likelihood. The aim of our approach is to build a ranking of web
pages according to their relevance, demoting the spam web pages in order to
avoid them in the first positions of the ranking. The novelty in our proposal
is the combination of both link and content analysis in a single method to
compute the spam likelihood of the web pages.

Regarding the social-based on-line systems, in this work we propose Po-
larity Trust, a method that can take advantage of the information provided
by both followers and detractors of a user in a social network, in order to
obtain the trustworthiness of the users of the system. As far as we know,
there are not many works on trust and reputation that process a network
with negative opinions between their users, whereas there are some widely
used social networks that present this feature. For example Digg ! provides
its users with the ability of digg-ing (vote positively) or bury-ing (vote nega-
tively) the news, or Slashdot 2, where the users have a list of friends (positive
relations) and foes (negative relations). Our proposal computes the trustwor-
thiness of the users in a social network, regarding the positive and negative
relations in the system. Additionally, in this work we also develop an exten-
sible method for the generation of malicious users in on-line social networks
and their behaviors, in terms of attacks against the system.

Finally, apart from the contributions about web spam and trust and rep-
utation in social networks, we also include in this dissertation the results of
some works developed on our path to this research which have contributed in
different ways to the attainment of the goals of our research work. They con-
sists in two graph-based algorithms intended to deal with two different NLP
tasks: the POS-tagging and the computation of semantic orientations of the
words. Some basic ideas later used and refined in the main contributions of
this dissertation already appear in these first approaches.

http://digg.com
2http://slashdot.org
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1.4 Roadmap

The rest of this dissertation is organized into five parts, as follows:

e Part I: Foundations.

— Chapter 2: Background on Graph-based Ranking Algo-
rithms and Graph Generation Techniques. A study of the
state of the art on graph-based techniques is presented in this
chapter. We focus our attention on graph-based ranking algo-
rithms, which are the basis for our contributions. We also review
some relevant methods for the generation of random graphs, which
have constituted an important resource for the evaluation of some
of our proposals. Finally, we review some relevant applications of
these techniques to different research fields.

— Chapter 3: Previous Research Works. An overview of some
of the main research works that we have developed previously to
this work. The experience and knowledge acquired in the works
reviewed in this chapter, STR and PolarityRank, have notably
contributed in the attainment of the goals traced out.

e Part II: Dishonest Behaviors on the WWW: Web Spam.

— Chapter 4: Web Spam Detection. In this chapter we study
the state of the art on spam detection systems, classifying them
into three categories regarding to the information used as input:
link-based systems, content-based systems, and hybrid systems.
We also discuss a real case study that illustrates some of the main
difficulties of this task.

— Chapter 5: Graph-based Ranking Algorithms Applied to
Spam Detection. Here we present PolaritySpam, our proposal
to deal with web spam detection. We discuss the details of our
system, and provide an evaluation with a widely used dataset.

e Part III: Dishonest Behaviors on Social Networks: Trust and
Reputation.

— Chapter 6: Trust and Reputation in Social Networks.
In this chapter we carry out an analysis of the computation of
trust and reputation in social networks. We study separately the
commercial systems that some real social networks are using in
their web sites, and also some interesting research works on this
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field. Furthermore, the main problems that must be faced when
it comes to compute the trust and reputation of users in a social
network are reviewed in this chapter, in addition to a real situation
that helps us to show the difficulties in tackling this task.

— Chapter 7: A Trust and Reputation System Using Graph-
based Ranking Algorithms. We present here PolarityTrust,
our graph-based TRS for social networks. It consists in a ranking
algorithm which processes a directed, weighted graph representing
a social network with positive and negative relationships among
its users, and computes a ranking of the users according to their
trustworthiness. Our proposal tackles some of the most common
threats for a social network, demoting in the ranking those users
who present a dishonest behavior.

e Part I'V: Conclusions.

— Chapter 8: Final remarks. In this chapter we present the con-
clusions extracted from our research work, analyzing the hypothe-
ses stated in Chapter 1 and the results obtained by our proposals
in the different tasks studied.

— Chapter 9: Future work. Finally, we trace out some of the
ideas for future works that this work has opened as our next chal-
lenges in the detection of dishonest behaviors in on-line networks.

e Part V: Appendices.

— Appendix A: Algorithms for the Random Generation of
Graphs. A compilation of the algorithms reviewed in this disser-
tation intended to generate random graphs.

— Appendix B: PolarityRank: Algebraic Proof and Conver-
gence. The algebraic justification and the convergence proof of
PolarityRank, an algorithm that constitutes one of the basis of
our research work.
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Chapter 2

Background on Graph-based
Ranking Algorithms and Graph
Generation Techniques

We are caught in an inescapable
network of mutuality [...]
Whatever affects one directly,
affects all indirectly

Martin Luther King

2.1 Introduction

This dissertation is focused on the application of graph-based ranking algo-
rithms to the detection of dishonest behaviors in on-line networks. Therefore,
the data to be processed consists mainly in a (usually huge) set of elements
interconnected between them, forming a graph. The processes performed
over these datasets consist basically in obtaining a score for the elements in
the graphs by following the links between them and performing some kind
of computation. The scores of the elements are taken into account in order
to build a ranking representing the relevance (according to some criteria) of
each element in the dataset.

On the other hand, due to the difficulties in getting an appropriate col-
lection of datasets for the evaluation of this kind of systems, we also need
certain background on random graph generation techniques. These methods
are intended to provide us with suitable datasets by creating random graphs

17
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which simulates the real-world networks that constitute the subject of our
studies.

In this chapter we review the graph-based techniques which constitutes
the background knowledge for our research work. Some of the most relevant
graph-based ranking algorithms are discussed in Section 2.2. Then we ex-
plain a set of random graph generation techniques in Section 2.3. Finally, in
Section 2.4 we comment some relevant applications of graph-based techniques
in different fields framed in Computer Science area.

2.2 Graph-based Ranking Algorithms

Nowadays, graph-based ranking algorithms are widely applied to many differ-
ent areas and problems. The flexibility of these techniques and their ability
to model a wide variety of complex systems where the relations between their
elements are the key point in order to obtain a ranking of the elements in
the graph, make the ranking algorithms suitable for dealing with many tasks
in different fields.

One of the problems that motivated the research on graph-based ranking
algorithms in Computer Science is the web search task. Since the information
retrieval is one of the prime objectives of the users on the Internet, web search
engines are of crucial importance. As mentioned above, these tools obtains a
set of documents which contain some information required by the user. The
usefulness of the results provided by a search engine is evaluated in terms of
the aboutness and the relevance of the retrieved documents. The aboutness
of the documents measures to what extent the topic of a result matches
the topic of the query or information need of the user. In the context of
web search, the relevance of a web page not only includes the aboutness of
the information within it, but also the importance of the web page in the
Internet. This leads to the problem of building a ranking of documents (web
pages) in order to obtain their relevance in the collection (the Internet).

Some of the early web search engines included the concept of wvisibility
of the web pages as a feature to increase the importance of a web page in
the collection, computed as the number of in-links of each web page. A
more navigational model is proposed in (Marchiori, 1997), considering not
only the number of in-links of a web page, but also the number of out-links
and even the paths in the Web graph and the distance between the pages
of each path. Another important milestone in this field is the appearance
of PageRank (Page et al., 1999) and HITS (Kleinberg, 1999) in the same
year, two iterative ranking algorithms intended to compute a ranking of web
pages taking into consideration the link structure of the Web. The intuition
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behind these algorithms is the topical endorsement assumption: if a page, w,
focused on topic T', points to page v, we can consider that page v is relevant
for topic T.

2.2.1 PageRank

PageRank (Page et al., 1999) is a graph-based ranking algorithm intended
to measure the importance of each element of a hyperlinked collection of
documents, such as a citation network or the WWW. The algorithm com-
putes a numerical value, namely PageRank, for each element, representing
the relevance of the element in the collection.

Formally, given a graph G = (V| E) where V is a set of nodes and E a
set of directed edges between two nodes, we define two operations, In(V;)
and Out(V;), to obtain the set of in and out-links, respectively, of node V;.
From these two basic operations, we define the PageRank of a given vertex
applying the following equation:

PR(V;))=(1—d)+ d Z |Out( Al PR(V)),

jeIn(

where d is a damping factor that allows the convergence of the algorithm.
In the context of navigation in the Internet, this factor represents the proba-
bility that a user accesses a page through a link at the current page, making
(1 — d) the probability of the user jumping to a random page not linked to
the current page. In the original definition of PageRank a value of 0.85 for
factor d is recommended.

Starting from arbitrary values for the scores of the nodes of a graph,
the algorithm iterates until it converges. The convergence is reached when
the largest difference between the scores of each node in two consecutive
iterations is less than a certain threshold. Once the algorithm has finished,
the score attained by each node represents its importance in the collection.

The previous formula is the most popular version of PageRank. According
to it, all nodes are in equality of conditions and the ranking assigned to each
one depends exclusively on the topology of the network. However, the original
formulation of PageRank includes a parameter in order to insert a bias in the
ranking computation, giving more weight to some nodes over the rest. The
formula including this bias is as follows:

PR(V;) = (1 —d)e; + d Z

jeIn(

0wV PR(V;)
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where the values e; must satisfy that Y., e; = n. If the distribution of
the values e; is uniform, the a priori relevance of each node is the same and
this formula behaves the same way as the previous one. However, if there are
nodes with higher e; than the rest, these nodes become sources of relevance,
propagating their influence through their neighbors with more strength.

A study of the complexity and the convergence of PageRank algorithm
can be found in (Haveliwala, 1999). In this work they also propose a method
intended to improve the resource required for the computation of PageR-
ank, although nowadays there exist other approaches that achieves better
performances in this sense. A more recent work on this field is presented
in (Kamvar et al., 2003a), where they present an adaptation of PageRank
intended to accelerate the convergence of the algorithm by avoiding the com-
putation of the PageRank of those web pages that have already converged in
a previous iteration.

The other main problem in the application of PageRank algorithm to the
Web graph is the scalability, due to the huge size of the dataset that must
be processed. Many works address this issue by proposing different paral-
lelization methods intended to reduce the complexity in time and memory
of the algorithm. In that regard, an efficient computation of PageRank is
proposed in (Kohlschiitter et al., 2006). They re-formulate the equation by
establishing a new schema for the identification of the web pages. A web
page p is now replaced by a tuple (p,[), where p is the identifier of the host
and [ is the identifier of the page inside host p. In this way, they compute
the ranking corresponding to the inter-links between web pages of the same
host, and then include the inter-host links in the computation. The first
step is completely parallelizable at host level. An improvement of this work
is presented in (Wicks and Greenwald, 2007), emphasizing the scalability of
the parallelization of the algorithm.

A divide and conquer strategy is proposed in (Desikan et al., 2006) in
order to improve the performance of PageRank. It is based on the intuition
that PageRank of the web pages belonging to a set A, does not depend on
the web pages from set B if there are no links from nodes in B to nodes in
A, so they can be computed independently. In this way, the PageRank of
non-connected partitions can be computed independently.

2.2.2 Hyperlink-Induced Topic Search (HITS)

HITS (Kleinberg, 1999) is another graph-based algorithm designed to value
websites based on their links. Unlike PageRank, HITS calculates two values
for each node: Authority and Hub scores. Both values are defined by mutual
recursion and are calculated through an iterative process. The meaning of
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both the Authority and Hub values for a given node is represented in Fig-

ure 2.1.
Figure 2.1 — Graphical representation of the intuition behind HITS algorithm:

hub score takes into account the out-links of a node, while authority score considers
the in-links.

Each node acts as a hub for the nodes where they point to, and as an
authority for the nodes pointing to them. Intuitively, the Authority score
assesses how relevant is the node itself and it is computed based on the Hub
values of the links pointing to the node, while Hub score assesses how relevant
is the node as a recommender, and it is calculated using the authority values
of the nodes which it points to.

The definitions of both values, which support the iterative algorithm for
calculating the relevance, are the following:

Authority(V; Z Hub(V,
jeIn(V;)
Hub(V;) Z Authority(V;)
JEOut(V;)

After each iteration the values are normalized, ensuring that

n

Z (Authority(i))* = 1, and Z (Hub(i))? =

i=1 i=1

Similarly to PageRank algorithm, high values of Authority and Hub reflect
a higher relevance of the web page. In this case, the concept of relevance of a
node differs depending on the considered role, authority or hub. The intuitive
justification of these definitions is the following: if a node points to many
nodes with a high Authority it must have a high value of Hub; in the same
way, if a node is pointed by many nodes with a high Hub, it should have a
high value of Authority.
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2.2.3 Stochastic Approach for Link-Structure Analysis

Stochastic Approach for Link-Structure Analysis (SALSA) algorithm (Lem-
pel and Moran, 2001) combines concepts from both PageRank and HITS
algorithms. It applies a random-walk algorithm to a collection of web pages,
computing two scores for each one: hub and authority scores. SALSA algo-
rithm builds a bipartite graph from the Web collection, placing a copy of the
nodes with out-links (hubs) in one side of the graph, and a copy of the nodes
with in-links (authorities) in the other side of the graph. Note that a node
with both out-links and in-links will be copied twice placing each copy in the
corresponding side of the bipartite graph. A graphical example is shown in
Figure 2.2.

0 i

Figure 2.2 — Construction of the SALSA bipartite graph of hubs and authorities,
given a Web graph. Nodes noted with a represent the role as authority, and the
ones noted with h represent the role as a hub.

SALSA performs two random-walks, each of them are confined in one side
of the bipartite graph. This is done by starting each random-walk from one
of the parts of the graph, and then forcing them to cross two edges of the
graph in each step. For example, given the bipartite graph in the Figure 2.2,
focusing on the random walk starting from node 1h, since the random surfer
will cross two edges in each step, it will probably visit the node 4h in the
next step. In this way, the random-walk starting from the hub-side of the
graph is expected to visit more frequently the most relevant hubs, and the
same for the authority-side of the graph.
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This technique successfully deals with highly connected sets of pages,
namely Tightly Knit Community (TKC) Effect. This phenomenon harms
the performance of Kleinberg’s Mutual Reinforcement, because it can cause
HITS to score unjustifiably high the pages in the link farms. TKC makes
HITS vulnerable to some spam techniques (we will discuss them in depth in
Chapter 4), while SALSA presents a good behavior against it.

2.2.4 TextRank

The motivation of TextRank is to apply a graph-based ranking algorithm
to problems related to Natural Language Processing. Independently of its
applications, the most interesting aspect of TextRank is that it generalizes
the PageRank algorithm so that it can be applied to graphs whose edges have
weights. In this case, the score of each node is computed as follows:

TR(V;)=(1—-d)+ d > %TR(VJ)
JEIN(V;) keout(vy) Pik

where pj; is the weight of the edge that goes from the vertex V; to V;.

The application of TextRank to the analysis of texts in natural language
only requires the building of a graph from the input text, taking as nodes
the linguistic units of the task being solved, and creating edges between the
related elements. TextRank algorithm processes the text graph computing a
score for each node, in order to build a ranking according to these scores.

This algorithm has been applied to different NLP tasks such as keyword
extraction and summary generation (Mihalcea, 2004; Mihalcea and Tarau,
2004) or word sense disambiguation (Sinha and Mihalcea, 2007) with very
good results. In each case, the construction of the graph varies depending
on the task. For example, in the keyword extraction the nodes represent
words and the edges are established between the nodes whose corresponding
words appear close together in a sentence. On the other hand, for the sum-
marization task each node represents a sentence of the input text, and the
edges contain information about the co-occurrence of words in the sentences
represented by their ending nodes.

2.3 Random Graph Generation

The goal of our research is the detection of dishonest behaviors in on-line
networks. Most of the times, the experiments and evaluation in this and
other areas related to network analysis are complex because of the difficulty
of having access to real networks to test the systems on them. Research works
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on this and other fields, such as Biology, Sociology and Genetics, sparked a
growing interest on the research on random graph generation, in order to
model the behavior of the real-world networks appearing in those fields.

The random graph generation techniques focus their attention in the cre-
ation of synthetic networks which present similar topologies and properties
than the real-networks to be studied. These generation methods also provide
useful information about how the real-world networks behave over the time,
and the phenomena that occur in them.

There exist many works on the generation of random graphs for many
different fields, such as Sociology, Physics, Biology and, of course, Computer
Science (Chakrabarti and Faloutsos, 2006; Iribarren and Moro, 2011). Ob-
viously, we are interested in the last group, so this section is focused on the
study of some generation methods intended to obtain random graphs similar
to those produced in on-line networtks, such as social-based systems and the
WWW.

We review three methods intended to ensure the creation of graphs with
some specific patterns observed in real-world on-line networks. It has been
empirically observed in many studies that most of the real-world networks
present some common properties:

e Power-law Distribution: the distribution of degrees (especially the
number of in-links of a node) follows a scale-free power law. It means
that the probability that a node has in-degree i is proportional to =

7;17
for some z > 1.

e Preferential Attachment(Barabési and Albert, 1999): when a new
user is added to a network, it will choose with a higher probability the
most linked nodes in the graph to be linked to. This phenomenon is
often formulated as the rich-gets-richer rule. This property explains
the power-law distribution previously mentioned.

e Shrinking Diameters(Leskovec et al., 2005): although the nodes in
a social network tend to increase in number, the diameter of the graph
grows slowly in function of the size of the graph, or it even suffers a
slight decrease. This is caused by the small-world model of the social
graphs. They are mostly formed by cliques, sets of highly intercon-
nected nodes, so the maximum distance between two nodes stays al-
most constant. Moreover, this distance can decrease when a new user
arrives to the network creating links to two different cliques.

The graph generation methods discussed in this section are intended to
build graphs with similar characteristics than the real on-line networks, trying
to model (some of) these properties.
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2.3.1 Barabasi-Albert model

This model is proposed in (Barabasi and Albert, 1999). This work analyzes
some real-world networks (WWW, citation networks, collaboration graph of
movies actors), finding out a common property in their organization: the
Preferential Attachment. This property explains the way in which real net-
works grow over time. It consists in the fact that the newcomers of a network
attach preferentially to the most connected nodes of the system. The pref-
erential attachment property leads to the generation of scale-free networks
whose nodes have a probability, P(k), of interacting with k other nodes that
follows a power-law distribution of the form P(k) ~ ck™.

The Barabasi-Albert (BA) method is an algorithm intended to generate
random scale-free networks with the preferential attachment property. The
pseudo-code of the algorithm is shown in the Appendix A (Algorithm 2).
A random graph with 40 nodes built using the BA model is shown in Fig-
ure 2.3(1.a). In Figure 2.3 (1.b), we plot the distribution of the degrees of
the nodes in the graph randomly generated by this method. As it can be
observed, it follows a power-law distribution of degrees.

2.3.2 Forest Fire model

ForestFire model is proposed in (Leskovec et al., 2005). This work focuses
on the study of the growing patterns followed by several real networks, such
as paper citation and patent citation networks and the Internet AS! graph.
Two observations are pointed out by this study: first, most of the networks
densifies over time, with the number of edges growing exponentially in the
number of nodes as follows:

E(t) o< N(t)*

where E(t) and N(t) are the number of edges and nodes, respectively, at
time ¢, and 1 < o < 2 is called the densification power-law exponent. The
second observation, namely shrinking diameters, states that the average dis-
tance between nodes often shrinks over time, in contrast to the conventional
wisdom that such parameters should increase slowly as a function of the num-
ber of nodes. A recent research work carried out over Facebook (Backstrom

IThe Internet can be viewed as a network of autonomous systems. An autonomous
system (AS) is a subnetwork under separate administrative control and can consist of tens
to thousands of routers and hosts. Examples of AS’s are networks of big companies or
universities, national research networks, local or national Internet service providers (ISPs),
or international backbone providers.
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1) Barabasi & Albert model
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Figure 2.3 — Examples of random graphs generated by the models: Barabasi &
Albert (1), ForestFire (2) and Evolving Copying (3). (a) Graphs generated by each
model with 40 nodes. (b) Out-degree power-law distributions of random graphs
generated by each model with 10* nodes.
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et al., 2011) confirms these statements, observing a progressive decrease of
the diameter of this social network.

ForestFire model follows these two observations, in addition to the pref-
erential attachment property and the community guided attachment (we ex-
plain it more detailed in Section 2.3.3), in order to produce random graphs
with similar growing patterns than the studied networks. The functioning of
the model is shown in pseudo-code in the Appendix A (Algorithm 3).

The intuition behind the model is the forest fire spreading process. A
new node is added to the graph in each step of the algorithm. The newcomer
chooses an ambassador among the nodes in the graph, and creates a link to
it. The “fire” starts at the ambassador, so the newcomer will copy a random
number of edges from it, and then the process spreads probabilistically to the
neighbors. Due to the use of an edge copying mechanism, this model presents
similar characteristics than the ones in the next section (community guided
attachment). An example of a random graph generated using the ForestFire
model is shown in Figure 2.3 (2.a). Its corresponding degree distribution is
shown in Figure 2.3 (2.b).

2.3.3 Evolving Copying models

These methods are proposed in (Kumar et al., 2000) with the aim of creating
random graphs which model the community guided attachment property, in
addition to power-law degree distributions. The community guided attach-
ment is produced, in the case of the Web, by pages on the same topic which
are prone to be highly interconnected forming communities. In this work,
two methods are proposed: linear growth copying model and exponential
growth copying model. In the first one, a new node is added in each time
step t, with a constant degree d > 1. The out-links are chosen from the
targets of the out-links of another node with a probability «, causing the
copying effect. The pseudo-code is shown in the Appendix A (Algorithm 4).

An example of a small random graph obtained by this model is shown in
Figure 2.3 (3.a), and a chart with the representation of the degree distribution
of a large graph is shown in Figure 2.3 (3.b). A similar method is proposed
in (Kleinberg et al., 1999), obtaining also random graphs with the community
guided attachment property, in addition to a mechanism that models the
preferential attachment property, giving more probability of being chosen to
those nodes with highest in-degree.

Unlike the linear growth model, the exponential growth model adds a
random number of nodes in each time step, following a binomial distribution.
It establishes the probability, 7/, of creating a new edge pointing to one of
the nodes inserted in the last step. Otherwise, it is created an edge pointing



28 CHAPTER 2. GRAPHS: RANKING AND GENERATION

to a node inserted in previous steps of the algorithm. The out-degrees of
the nodes are also taken into account when the endpoints of the edges are
chosen.

2.4 Applications of graph-based ranking al-
gorithms

In this section we show some applications of graph-based techniques on dif-
ferent Computer Science research areas. We review some of the main works
related to graph-based applications for Information Retrieval (Section 2.4.1),
Natural Language Processing (Section 2.4.2), Social Network Analysis (Sec-
tion 2.4.3) and Recommender Systems (Section 2.4.4).

2.4.1 Information Retrieval

The inclusion of the hyperlinks between web pages in the computation of
the relevance of documents in Web Information Retrieval systems has been
already introduced in Section 2.2. This is one of the most important appli-
cations of graph-based ranking algorithms to IR. Early web search engines,
such as Excite?, WebCrawler? and Lycos* already provided higher rankings
to those web pages with a higher amount of in-links, that are the most visible
ones. Other proposals in this direction are presented in (Bray, 1996; Mar-
chiori, 1997). These works also exposed the problem of the Search Engines
Persuasion, mechanisms intended to make a web page as visible as possible
by studying the ways to rank the web pages in the top positions of search
engines. It could be considered as the ancestor of the current web spam.

Precisely one of the aims of PageRank (Page et al., 1999) and HITS (Klein-
berg, 1999) was to minimize the impact of search engines persuasion tech-
niques on the ranking of pages. Nevertheless, spam techniques have evolved
in order to take advantage of these algorithms, arising a new challenge for
IR systems. Apart from the computation of the relevance of documents,
graph-based ranking algorithms have been also applied to other IR tasks.

A topic-biased Pagerank is presented in (Haveliwala, 2003). They use the
personalization vector, €, in the PageRank equation to include information
about the relevance of each document for the topic of a given query, improving
the ranking of documents in a search engine. In (Cho et al., 1998) a graph-
based method for web crawling is presented, using PageRank as an indicator

Zhttp://www.excite.com/
3http://www.webcrawler. com/
‘http://www.lycos.com/
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of the order in which a web crawler must visit the URL’s in order to fetch
more relevant pages first. A categorization method for web pages is presented
in (Chakrabarti et al., 1998), it uses the hyperlinks between pages to enhance
the performance of the system.

Measuring the similarity between documents is also a key task for IR
systems. SimRank (Jeh and Widom, 2002) is a graph-based method that
obtains a similarity measure based on the assumption that two documents
are similar if they are linked to other similar documents. They validate
their proposal by applying SimRank to two co-citation datasets. A similar
approach is presented in (Ding, 2011), where they introduce a topic-biased
PageRank in the computation of a ranking of authors, given a dataset of
scientific papers. Entity search is a IR topic consisting in providing a ranking
of entities (instead of documents) related to a given query. This task is
tackled in (Pehcevski et al., 2008; Zaragoza et al., 2007) using graph-based
methods applied to the link structure of the Wikipedia ®°. An adaptation
of TextRank (Mihalcea and Tarau, 2004) for term weighting is proposed
in (Blanco and Lioma, 2007). They use the algorithm to compute term
weights in a graph that represents the co-occurrence of the terms.

Finally, in (Vallejo et al., 2010) it is introduce a graph-based algorithm
to solve a retrieval task related to the data mining field, ISR (Instance Se-
lection based on Ranking). ISR is an instance selection technique that uses
InstanceRank, a ranking algorithm that reflects the relevance of the instances
within a dataset. This algorithm chooses the most representative instances
from a learning database, obtaining similar results in accuracy to other in-
stance reduction techniques, noticeably reducing the size of the instance set.

2.4.2 Natural Language Processing

In recent years, graph theoretic models have been increasingly used in Nat-
ural Language Processing (NLP) in many different ways, and dealing with
several related tasks. Due to the nature of the human language, graph theory
provides a very intuitive representation of the relations among the linguistic
units on the different levels of a language (lexical, syntactic and semantic).
In this section we make a summary of some representative examples of the
application of graph-based techniques to computational linguistics.

Even though it is not a graph-based ranking algorithm, we think that it
is worth to include in this section a brief discussion about one of the most
relevant NLP resources in the past few years: WordNet (Fellbaum, 1998).
It is a graph-based resource consisting in a lexical database of English that

Shttp://www.wikipedia.org/
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includes definitions of concepts in addition to lexical and semantic relations
between those concepts. The basic element in WordNet is the synset, a
group of words that express (approximately) the same meaning or define the
same concept, that is a set of synonyms. Each synset is linked to others by
different kind of linguistic relations, such as antonymy (two words expressing
the opposite concept), hypernymy (is-a relation between synsets), meronymy
(part-of relation between synsets), entailment (relation between two verbs, X
and Y, when doing X implies that you are also doing Y'), etc. In Figure 2.4 it
is shown an example of the relations between synsets, taking the word graph.
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Figure 2.4 — An example of the relations in WordNet between synsets for the
word graph

Due to the success of WordNet, other semantic networks have been devel-
oped for many other languages based on the original project, such as Multi-
WordNet (Pianta et al., 2002) for the Italian, or EuroWordNet (Vossen, 1998)
which consists in a set of WordNet’s that includes, among others, Spanish,
Dutch, German and French.

Currently, the last version is WordNet 3.0, and it contains more than
150, 000 words grouped in more than 115, 000 synsets. WordNet is a resource
widely used in many NLP applications, such as word sense disambiguation
(WSD) (Agirre and Soroa, 2009; Li et al., 1995; Seo et al., 2004), textual
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entailment (Micol et al., 2007) and correference resolution (Ponzetto and
Strube, 2006).

Another important milestone in the use of graphs to deal with NLP tasks
is Mihalcea and Tarau’s TextRank (Mihalcea and Tarau, 2004) already dis-
cussed in Section 2.2.4. TextRank has constituted the basis for multiple
graph-based applications in different NLP tasks, and also the seed of an
increasing interest on graph theoretical approaches to computational linguis-
tics, materialized in the TextGraphs Workshops®, held yearly since 2006 in
the context of the Annual Meeting of the Association for Computational Lin-
guistics: Human Language Technologies (ACL/HLT). This is one of the most
interesting discussion forums on grah-based techniques for NLP.

There are several works that apply TextRank or similar ideas to other
NLP problems. For example, TextRank scores are used in (Gamon, 2006)
as one of the features included in a system intended to detect the novelties
introduced by a text, given a previously acquired background information.

The same author of TextRank applied it to two main tasks: word sense
dissambiguation (Sinha and Mihalcea, 2007) and extractive text summariza-
tion (Mihalcea, 2004). The first tasks consists in finding the correct sense of
each word in a text. It is tackled by building a graph where the nodes rep-
resent each possible sense of the words in a sentence, and weighted edges are
drawn using a semantic similarity measure (obtained from WordNet), com-
puted for all pairs of senses for words found within a certain distance. The
graph-based ranking algorithm obtains a score for each sense of the words,
so the highest ranked sense for each word are chosen as the correct ones.

Another work related to this task (Aguirre et al., 2009) calculates the se-
mantic relatedness of two given words by computing the personalized PageR-
ank (Haveliwala, 2003) over WordNet separately for each word, producing
a probability distribution over WordNet synsets. Then they compare how
similar these two discrete probability distributions are by encoding them as
vectors and computing the cosine between those vectors. The same authors
propose in (Agirre and Soroa, 2009) a WSD method using the personalized
PageRank, as well. In this case, they use the graph formed by the synsets
in WordNet. The inference of the correct sense of a given term in a context
is done by adding all the content words in the context of the term into the
graph of WordNet, in such way that the words are linked to their correspond-
ing synsets with a directed edge. The initial probability mass is concentrated
over the recently added nodes. In this way, the personalized PageRank will
give more weight to those synsets related to the words.

Shttp://www.textgraphs.org/
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On the other hand, the extractive text summarization consists in build-
ing a summary of a given document by choosing the most relevant sentences
of the text. This contrasts with abstractive summarization, where the in-
formation in the text is rephrased. In (Mihalcea, 2004) a graph is built by
creating a node for each sentence in a document, and the edges are weighted
according to the co-occurrence of words between each pair of sentences. The
graph-based ranking algorithm computes a rank for each sentence, so the
final summary is built by choosing the highest ranked sentences.

Another graph-based ranking algorithm for the extractive text summa-
rization task is introduced in (Erkan and Radev, 2004). This algorithm,
namely LexRank, also computes the sentence importance based on a graph
representation of the sentences in a text. In this model, a connectivity matrix
based on the cosine similarity between the sentences is used as the adjacency
matrix of the graph.

In (Hassan and Banea, 2007) it is described a new approach for esti-
mating term weights in a text classification task. The approach uses term
co-occurrence as a measure of dependency between word features. A random
walk model is applied on a graph encoding words and co-occurrence depen-
dencies, resulting in scores that represent a quantification of how a particular
word feature contributes to a given context. They show in the experiments
certain improvement achieved by the random-walk based approach, which
outperforms the traditional term frequency approach to feature weighting.

In reference to this work, our first contact with graph-based ranking al-
gorithms consisted in the study of possible applications of graph-based, su-
pervised machine learning schemas to NLP classification tasks. This interest
was the origin of the work presented in (Ortega et al., 2011b), based on a
supervised version of TextRank (STR) intended to deal with classification
tasks, such as Part-Of-Speech (POS) Tagging. We review in depth this work
in Section 3.2.

Following this line, we have also participated in the development of Polar-
ityRank (Cruz et al., 2011b), another work on Natural Language Processing
using graph-based algorithms. It computes the semantic orientation of the
words in a text by processing a weighted graph. The semantic orientation of
a word is a measure of the emotional implications, positive or negative, of
that word when being used in a subjective context. It is usually represented
by a real number whose sign indicates the polarity of the opinion involved,
and whose magnitude indicates its intensity. PolarityRank processes a graph
whose edges have positive and negative weights, representing the relations
between the opinionated words in a text. We discuss deeply this contribution
in Section 3.3.
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2.4.3 Social Network Analysis

A social network can be defined as a set of individuals linked between them
through different kinds of relationships. The analysis of these networks has
been conducted from the 50’s in diverse research areas such as Anthropology,
Psychology, Biology and Economics. Nowadays, the appearance of on-line
networks has caused an increasing interest in this field, due to their popular-
ization and massive use with different purposes like social news sites, blogs,
micro-blogs, networks for question-answering or product reviews, etc.

In Computer Science, the use of graph-based techniques for the social
network analysis has proved to be very effective. These works cover many
aspects of social network analysis, like the following:

e Detection of communities: clustering the users of a social network
according to their relationships or any other aspect of their behav-
ior (Ishida, 2005; Kumar et al., 2003). An example of the use of graph-
based ranking algorithms to deal with this task can be found in (Tseng,
2005), where a blog community detection method is presented. The
proposal in this work relies on the observation that blogs linked by
a highly-ranked blog appear more connected than blogs linked by a
lower-ranked blog. Thus, they develop a ranking-based connectivity
analysis of the blogs. The proposal first identifies the relevant entries
of the blogs with respect to a user query if the query term exists in the
entry. Then the impact scores of these relevant entries are computed
with a graph-based ranking algorithm. Finally, the ranking scores for
the blogs are derived from the entry scores.

e Influence of users: studying the users whose opinions are more in-
fluent or get more propagation over a social network. The objective of
this task is to determine the opinion leaders within a social network.
In (Agarwal et al., 2008) they propose an intuitive model for evaluating
the influence of blog posts and, hence, the influence of the author of
the blog. It is based on four parameters: Recognition (proportional to
the in-links), Activity Generation (proportional to the number of com-
ments), Novelty (inversely proportional to the out-links) and Eloquence
(inversely proportional to the posts length). The influence score is it-
eratively computed, similar to the PageRank definition, but applying
a positive reinforcement from in-links and negative reinforcement from
out-links to each blog post. Other graph-based work on this task is
introduced in (Akritidis et al., 2009), where two metrics are developed
in order to obtain the influence of bloggers taking into consideration
the time as a relevant factor in the computation. Both metrics include
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the publication dates of the blog posts and their comments, in addition
to the number and dates of the in-links received.

Trust and reputation: evaluating the trustworthiness of users in
a network, regarding their actions and the opinions from the rest of
users (Jo sang et al., 2007). This is a key point for on-line market-
places (Chau and Faloutsos, 2005; Dong et al., 2009), where a buyer
will choose the most trustworthy seller, and vice versa. Graph-based
ranking algorithms are commonly applied to this task in order to obtain
a score for each user according to their trustworthiness in the network,
such as in (Guha et al., 2004; Kamvar et al., 2003b; Xiong and Liu,
2004; Zhou and Hwang, 2007), etc. One of the main aims of these
systems is to detect suspicious actions of users who can try to disturb
the normal behavior of the social network. These works will be more
deeply reviewed in Chapter 6, together with an analysis of the main
vulnerabilities and difficulties that these systems must overcome.

On-line Reputation Management: it consists in monitoring the
opinions from users in on-line networks about a specific entity (Amigé
et al., 2010) (organizations, businesses, companies, political parties,
etc). Reputation management systems collect this information and
also facilitate the interactions between the entity and its ”customers”.
For example, in (Jin et al., 2009), they present an approach to rank
entities from a social network that has been mined from the web. They
extract different kinds of relational data from the web in order to build
a social network using several relevance measures in addition to text
analysis (based on the co-occurrence of words). They integrate several
types of relations into a network and use graph-based ranking algo-
rithms to obtain the ranking model. This ranking is used in addition
to some centrality scores of the companies on the network as features
for ranking.

Hot-trends discovering: many social networks are based on the pub-
lication and discussion of news, this task is aimed to detect the most
relevant trends in a specific period of time in accordance with the inter-
ests of the users (Glance et al., 2004; Macdonald et al., 2009; Platakis
et al., 2008). In (Qamra et al., 2006) it is proposed a graph-based
approach intended to discover the trending topics on the blogosphere.
It is based on the construction of a Content-Community-Time model
that can leverage the content of the entries of blogs, their timestamps,
and the community structure of the blogs (including the relations es-
tablished when a blogger comments other blog, the links among blogs,
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etc.), to automatically discover the hot-trends in a specific period of
time.

Furthermore, the study of the main properties and characteristics of on-
line social networks have made possible the implementation of a number of
methods for the generation of random networks that are intended to model
their topology of nodes and edges. We have reviewed some of them in Sec-
tion 2.3. These techniques are very useful, not only for the generation of
synthetic datasets, but also for the study of the normal actions and interac-
tions of the users in a social network, helping to detect suspicious behaviors
or even potential risks for the systems.

2.4.4 Recommender Systems

Recommender systems constitute an emerging research area which has gained
popularity due to its straightaway applicability to e-Commerce, and also
its inter-disciplinary character, influenced by techniques from many other
fields such as information retrieval, machine learning and data mining. The
basic aim of a recommender system is to offer a number of items (diverse
products, web pages, images, videos, etc) that are likely to be of interest to
a specific user. The objectives in the implantation of a recommender system
into a web site are the increase in the number of sales, building a stronger
customer bond, and also to make a difference with respect to the competitors.
Recommender systems are usually classified as follows (Adomavicius and
Tuzhilin, 2005):

e Content-based recommendations (Lops et al., 2011): these sys-
tems are based on the experience of each user in order to recommend
him items related to the ones he preferred previously. The interests
of the users are usually encoded by building user profiles regarding
the products that each user has visited, voted or bought. The pros of
these systems are: the independence between users (we only need infor-
mation about the user of interest), the possibility of easily justify the
recommendations to the user, and finally these systems are not affected
by the addition of new items (cold-start). In contrast, the cold-start
for users is a problem for content-based systems, due to the lack of in-
formation about the newcomers. The other drawback of these systems
is the high dependence on the information included in the user profiles,
that entails the risk of offering too obvious recommendations or even
not been able to provide any recommendations at all, in the case that
the information is not useful to discriminate the items that the user
will prefer.
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e Collaborative filtering (Koren and Bell, 2011): a user is rec-
ommended items preferred by other users with similar tastes. There
exists two basic approaches to determine the similarity between users:
memory-based techniques, where the similarity is computed as the cor-
relation between the ratings provided by the users, or model-based tech-
niques that use more complex patterns and machine learning methods
such as graph-based techniques, bayesian networks and latent semantic
analysis.

e Hybrid systems (Adomavicius and Tuzhilin, 2005): these ap-
proaches combine ideas from the previous ones in order to improve the
performance of the recommender system. In this group are included
the content-based techniques that use features from collaborative filter-
ing (and vice versa) in order to avoid their weaknesses, and also other
existing methods for the combination of systems (Burke, 2007).

Graph-based techniques have been applied mostly to collaborative filter-
ing approaches like in (Aggarwal et al., 1999). Some works are focused on the
improvement of these kind of recommenders by including diverse information
into the system. In (Clements et al., 2009) they combine in a single content
ranking the results from two graphs, one based on positive and the other
based on negative preference information. The resulting ranking contains a
lower amount of false positives than a ranking only based on positive infor-
mation. So negative information appears to have a valuable predictive ability
for relevant content, in such way that discounting the negative information
removes the irrelevant content from the top of the ranking.

Trust-based recommender systems combine the item ratings provided by
the users and also the information about the trusted neighbors of each user
(trust network of a user). In (Golbeck, 2005) a trust graph is processed, con-
structed by the relations between the users of the system. This work is based
on the assumption that the users in a social network develop social connec-
tions with people who have similar preferences. The algorithm computes the
trust score for each pair of users, t,,, relying on the direct experience of all
the nodes that constitute the shortest path from w to v in the network of
trust. They test their approach on FilmTrust (Golbeck and Hendler, 2006),
a website that integrates Semantic Web-based social networks, augmented
with trust, to create predictive movie recommendations.

Another trust-based recommender system, TrustWalker, is proposed in (Ja-
mali and Ester, 2009), combining the trust-based and the collaborative fil-
tering approach for recommendation. It consists in a graph-based ranking
algorithm that allows to define and also to measure the confidence of each
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recommendation. In the construction of the graph, they consider not only
the ratings of the target item, but also those of similar items. This feature is
intended to overcome one of the difficulties of this type of systems: the cold-
start problem for the items (the lack of user feedback about new items in the
system). So it improves the coverage in terms of ratings of items. Further-
more, this model improves the precision of recommendations by preferring
raters at a nearer distance.

On the other hand, other works are focused on the serendipity problem of
the recommender systems. This problem consists in an ”overfitting” of the
system to the tastes of the users, providing the users with recommendations
that do not add any novelty or are not useful because they are too close to the
user tastes. Many times it is also desirable for a recommender system that
it offers diverse products that cover many aspects of the users preferences,
similarly to diversification tasks in IR (Santos et al., 2011). In this case the
recommendation problem could be re-formulated as: offer products that are
interesting for the users, and also different from each other. This problem
can be also tackled with graph-based approaches; like in (Zhu et al., 2007)
where an absorbing random-walk algorithm is proposed in order to obtain a
set of diverse items in the system by eliminating the similar occurrences in
the ranking.

2.5 Summary

The objective of this work is to apply graph-based ranking algorithms to
the detection of dishonest behaviors in on-line networks. In this chapter we
have provided the necessary background on the graph-based techniques that
constitute the basis for our research work, to wit: the random generation of
graphs and the graph-based ranking algorithms. We think that it is worth
to review these techniques in order to clearly understand the basic tools and
nomenclature used in this dissertation.

With this aim, first we have reviewed some relevant ranking algorithms on
graphs, intended to obtain ordered lists of the nodes in a given graph accord-
ing to their relevance in the network. Then, we have explained three methods
developed in order to randomly generate graphs. These generation methods
are intended to create graphs that emulates the topology and properties of
real world on-line networks. In our work, we will use them to generate the
datasets for the evaluation of our proposals by creating random networks
which emulate the behavior of the users in real on-line systems. Finally, we
have reviewed some applications of these graph-based techniques to different
research areas, such as Information Retrieval, Natural Language Processing,
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Recommender Systems and Social Networks, giving an overview of the wide
variety of fields where these methods have been successfully applied.



Chapter 3

Previous Research Works

Caminante, no hay camino
se hace camino al andar.
(Traveler, there’s no road,
the road is your traveling.)
Antonio Machado
Cantares, Campos de Castilla

3.1 Introduction

The path followed in our research work, that has led us to this work, and the
works carried out during that period of time, previous to the development
of this dissertation, are interesting in terms of understanding the underlying
ideas that constitute the foundations of our work on the detection of dishonest
behaviors in on-line networks with graph-based methods. In this sense, we
think that it is worth to highlight the milestones of this path, due to their
relevance and also their influence over the next steps in our research work.
Therefore, in this chapter we discuss the two main contributions that were
the seeds of our research work. The first one, reviewed in Section 3.2, con-
sists in a graph-based tagger for Natural Language Processing (Ortega et al.,
2011b). The main novelty in this work was the inclusion of a graph-based
ranking algorithm into a supervised machine learning schema for classifica-
tion tasks. We proposed a method intended to build graphs from texts in
such way that the information from the text (co-occurrences of words, fre-
quencies of the terms, transition and emission probabilities, etc.) could be
included into the graph, characterizing the nodes and the edges of the graph
in order to obtain a richer model. Thus, this new enriched graph model can

39
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take advantage of the information extracted from the textual content, in ad-
dition to the information of the relations between the different elements in
the text.

The second milestone in our way is the developing of PolarityRank (Cruz
et al., 2011a,b), a graph-based ranking method which processes a graph with
positive and negative edges. This algorithm has been successfully applied to
the computation of the semantic orientation of the expressions in opinionated
texts. PolarityRank consists in a propagation algorithm that takes advantage
of the information about some relevant nodes (namely seeds) in the graph in
order to spread it over the network following the positive and negative links
between the nodes. The objective is to compute a score for all the nodes in
such way that they are influenced not only by their neighbors (nodes con-
nected) but also by the set of seeds, because their information is propagated
over the network with more strength. This algorithm was applied to the
automatic expansion of opinion lexicons. The main aim was to compute the
semantic orientation (positive or negative) of the expressions in a text, given
the semantic orientations of a set of known opinionated expressions. We
discuss in detail this work in Section 3.3.

3.2 STR: A Graph-based Tagger (GGenerator

Graphs have been proved to be one of the most natural representation meth-
ods in many NLP applications (Biemann et al., 2007), as we mentioned in
Chapter 2. In fact, since a text can be seen as a group of words with some
kind of relationship among them, we have a graph representation of the text.
In the past few years, some proposals highlighted the usefulness of the graphs
in machine learning, and many workshops and conferences were coming up
with their attention focused on the application of graph-based algorithms in
NLP tasks.

An interesting proposal in this area is TextRank (Mihalcea and Tarau,
2004), already discussed in depth in Section 2.2.4. TextRank is an unsu-
pervised graph-based ranking algorithm conceived to deal with some NLP
problems. It is based on the PageRank algorithm but taking as input a text
instead of web pages. TextRank obtains a ranking of the nodes of a text
graph, that is a graph built from a text. One of the main contributions of
this work was the adaptation of the original PageRank in order to deal with
weighted graphs, so the relationships among vertices can be evaluated taking
into account their strength.
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One of the limitations of TextRank is that it cannot offer a general solu-
tion to text processing. Applying it to a task makes it necessary to find a
suitable definition of the task in terms of graphs. Trying to overcome this
limitation, we proposed STR (Supervised TextRank) (Ortega et al., 2011b),
a method intended to help in the definition of graphs from a tagged corpus
to deal with different NLP tasks. We implemented these ideas in a tagging
tool with two main capabilities:

e Applying the TextRank algorithm in a supervised learning schema,
using a tagged corpus to build the model.

e Allowing to easily define different graph structures that could be adapted
to the features of the input corpus and/or the task that we are dealing
to.

In previous works (Cruz et al., 2006a,b) we also showed the feasibility of
using TextRank in a supervised machine learning schema, covering the first
goal of our work. With the methodology proposed, it is possible to build
text graphs using the information extracted from a training corpus. This a
priori knowledge helps TextRank to improve its discriminative ability, and
makes it flexible enough to deal with different NLP tasks, provided a corpus
for each specific task. This covers the first point.

The second capability has been achieved with the definition of a graph
description language. It allows to describe the graph structure (nodes and
edges) of the model to be processed, and the way that the information ex-
tracted from the corpus is used for characterizing the graph. Using these
features, it is possible to train taggers with a text corpus and experiment
with different graph topologies in order to find the graph structure that fits
the best with the information in the corpus and the goal of the application.

The organization of the rest of the section is as follows. First we introduce
the foundations of our approach in Section 3.2.1. Then in Section 3.2.2 we
specify the settings of the experiments performed to test our ideas. The
results obtained by our proposal and a brief comparison to other techniques
is shown in Section 3.2.3. Finally, in Section 3.2.4 we point out some useful
conclusions extracted from this work.

3.2.1 Swupervised TextRank

In order to successfully apply TextRank to an NLP task, the resolution of
the problem must be close to a graph representation. At this point the ques-
tion is: is it possible to apply the TextRank algorithm to other NLP tasks?
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At the moment when this work was finished, we had not found TextRank-
based applications to other classical NLP problems like POS-tagging, syn-
tactic analysis, or information extraction. The primary objective of our work
was, precisely, to explore other possible areas of application of the TextRank
algorithm and, at the same time, trying to use it in a supervised schema,
so the information available in a training corpus could be used by the al-
gorithm. In this sense, we performed a set of preliminary experiments to
assess the method feasibility. The results of these experiments were exposed
in (Cruz et al., 2006a,b). Both works showed the way to apply the TextRank
algorithm to any task that could be specified through a tagged corpus.

The method is as follows: once we obtain a corpus collected for solving
a specific task, our proposal extracts the information from that corpus and
builds a text graph, using the corpus-based information to characterize the
weights of the edges in the graph, in such way that the edges represent the
relations between the elements in the text and their weights correspond to
the intensity of these relations.

P(NN|DT) * P(base|NN

Figure 3.1 — Graph portion from the text “..the base rate...”.
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Foundations

There may be more than one method to represent an NLP task as a graph
model. We chose one generic way that allows us to apply it to any problem
in which a set of tags is related to a set of words. All the vertices in our
graphs have, at least, two attributes, V = (w,t), where w is a word and ¢
is its associated tag. If there is an ambiguous word (a word with more than
one related tag), one vertex will be created for each tag of the word. The
idea behind our approximation is to build a graph with this type of vertices
for each sentence, then we apply TextRank to the graph and, finally, a tag
is assigned to each word in the sentence according to the node of that word
with the highest score. If there are many occurrences of a word in a sentence,
we will create one vertex for each occurrence to avoid interferences between
them. Figure 3.1 shows a portion of the graph built from the sequence of
three words belonging to a sentence. In order not to overload the graphic,
only the probability related to one of the edges has been shown.

The edges are created depending on the co-occurrence of the words in each
sentence. For example, let V; = (w;,t;) and V; = (wj, t;) be two nodes in the
graph. An edge connecting them is created only if the word w; appears in the
sentence just before the word w;. Finally, the information extracted from the
training corpus is used to decide the weights of the edges in the graph. After
trying some formulas, we achieved the best results with a combination of
HMM (Hidden Markov Model) emission and transition bi-gram probabilities,
P(w|t) and P(t|t — 1), respectively. These probabilities are estimated by
calculating the frequencies of tags and words in the training corpus:

C(w,t)
C(t)

Ot 1)

Plult) = S

P(t|t") =

where C(t) is the count of tag t in the training corpus, C(w,t) is the
number of occurrences of the word w tagged with ¢, and C'(¢, ) is the number
of times that a tag t appears just before tag ¢t'. According to Markov Model,
the probabilities are used to obtain the best assignment of tags to words in
a sentence, maximizing the following equation:

n
P(typlw,) = Hp(wi|tz‘)P(ti|ti—1)
i=1
where P(w;|t;)P(t;|t;—1) is the weight for the edge created between ver-
tices Vi1 = (w;_1,t;_1) and V; = (w;,t;). Instead of that, the TextRank
algorithm calculates the importance of each vertex. Intuitively, an edge be-
tween two nodes represents the relation between two elements in the text,
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and the weight is the strength of this relation. In the case of POS tagging,
an edge from a word to the next one encodes the influence of the first word
in the classification of the second one.

Once the graph is built, its nodes are sorted according to their importance
computed by the TextRank algorithm. In order to obtain the final tagged
text, we just have to take one node for each word in the text, starting from
higher to lower ranked.

Given that a graph is built for each sentence in the text, STR is scal-
able with regards to the size of the input text, because the size of the graph
only depends on the size of the sentences in terms of the number of words
contained in each sentence. Furthermore, since the classification of each oc-
currence of a word in a sentence is independent of the tag of other occurrences
of the same words in other sentences, the process can be easily parallelized
by simultaneously running the computation of the algorithm corresponding
to different sentences of the input text.

Experimental framework

We developed an experimental framework that allowed us to easily perform
the experiments with STR. It consisted in three components: trainer, tagger
and graph-builder. All the components use a graph specification file in order
to process an input text with the graph model described in it.

The trainer component takes as input a labeled corpus and retrieves the
information needed by the specified graph model. The graph-builder compo-
nent builds a text graph corresponding to an input text. It takes as input the
text and the graph specification and creates a graph that can be processed
by the next component. The tagger obtains the tagging of an input text by
processing the related text graph using the STR algorithm.

We identified two main parametrization points in our tool: smooth-
ing algorithms for probability distributions, and unknown-words treatments.
There are many methods to deal with these problems, so we developed sev-
eral components to solve each of them. We can choose one of them by setting
up the appropriate parameters of our tool. Finally, other parameters that
can be adjusted in STR are those related to the TextRank algorithm: the
“random surfer model” damping factor, d, and the threshold that will stop
the iterative process. We will be able to change each step of our supervised
classifier, and specify all the characteristics of our experiments by modifying
these parameters.
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Graph description language

In this section we introduce the graph description language that was intended
to specify the topology of the graph models that will be processed by our
tool. A description of a graph consists in a text file with three sections: in
the first one the input corpus features are defined, node structure is specified
in the second section, and finally, the third part contains the definition of the
expressions to calculate the weights of the edges. For example, the textual
description of the graph in Figure 3.2 is shown in Figure 3.3.

p(t[t = 1) - p(wlt)

Figure 3.2 — Graph representing a bi-gram model.

We can define as many kinds of nodes as needed. A type of nodes is
described with an identifier, separated by a colon from a list of slots. A slot
is a relative position of one of the corpus features, and it is defined by the
name of the feature and the offset (distance) from the current word. For
example, in the specification shown in Figure 3.3 node n is described by a
combination of the slots w (current word), t (tag assigned to the current
word) and t-1 (tag of the previous word). The graph edges are defined
by indicating the source and target node types, and the expression used to
obtain the weight of the edge.

// Bigram model. Two-column corpus

Corpus

[w,t]
Nodes

nx: w, t, t-1;
Edges

n-1 ->n : pCtlt-D*pwlt);

Figure 3.3 — Textual description of a graph (graph of Figure 3.2).
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3.2.2 Experimental settings

In this section we present the experiments made to prove the accuracy of
Supervised TextRank method. We decided to prove the performance of STR
in the POS Tagging task, a well-known classification problem that has been
widely studied in the bibliography. There are also a number of techniques
that deal with this task with a really high accuracy. If STR achieves the
level of these state-of-art techniques, we can conclude that it is a useful
classification method.

The first set of experiments with STR are based on classical bigrams
and trigrams models. We also designed experiments using stacking. This
technique has demonstrated to be a good mechanism to combine different
methods. Stacking is used in order to build a classifier that takes into account
the decisions of various graph models.

Stacking

Stacking has been often applied in machine learning and NLP(Florian et al.,
2003; Halteren et al., 2001). This technique consists on applying machine
learning methods to combine the results of different models. The main idea
is to build a system that learns the way in which each model is right or
makes a mistake. Therefore the final decision is made according to a pattern
of correct and wrong answers. In order to be able to learn the way in which
every model is right or wrong, we use a training database. Each example in
the training database includes the tags proposed by the constituent models
for a given word together with the right tag (Fig. 3.4)(Troyano et al., 2007).
From this point of view, deciding the tag given the tags proposed by several
models is a typical classification problem.

Apart from the outputs of each STR model, we can include more infor-
mation in a stacking model, such as the context of each instance, or any
other feature. For example, in our framework it is useful to combine various
STR graph models in a single training database, and include not only the
tags proposed by each model, but also the ranking of the instances.

In accordance with our experiments, the use of this technique to combine
different graphs models in a single classifier achieves better results than the
definition of a more complex graph.

Parameters

In the experiments exposed here we wanted to realize the influence of different
graphical models in the classification task. This is the reason why all the
parameters of STR has been fixed, except for the graph topologies. We used
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Figure 3.4 — Stacking schema.
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the Add-One technique to smooth the probabilities distribution. In order
to solve the unknown-words problem we opted for applying a method that
assigns a set of possible tags to a word according to its suffix, in such a way
that this set of tags is obtained from all the words in the corpus with the
same suffix than the given word. We took the last two letters of a word
as a suffix. The parameters of the TextRank algorithm were also fixed for
all the experiments: the factor d was set to 0.85 (as in PageRank original
description) and the threshold is 0.001.

The experimental design has been structured according to the type of
graph topologies and their complexity. We detail them in the next section.

Dataset

The experiments of this work were executed over a partition of the Penn
TreeBank corpus (Marcus et al., 1993), one of the most popular and widely
used datasets in NLP for English.
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Figure 3.5 — Trigram-based graph.

Penn Treebank Project (1989-1992) carried out a compilation of English
texts of diverse sources, such as the Wall Street Journal and the Brown
corpus, in order to build a comprehensive corpus for English. The aim of
this project was to serve as research tool for researchers in NLP and Speech
Recognition, as well as in theoretical linguistics

The complete dataset was automatically annotated with the POS (Part-
Of-Speech) information of each word occurrence and, subsequently, reviewed
manually. In addition, over half of it has been also annotated for skeletal
syntactic structure using a hierarchical schema.

The version of Penn Treebank that we processed in these experiments
was obtained by taking the words and their POS tags from the Wall Street
Journal subset of the corpus. We used one section for testing and fifteen
sections for training. The resulting corpus is formed by 766,463 words for
training and other 46,461 words for testing. The POS tagset used in the
annotation contains 36 POS tags and 12 other tags (for punctuation and
currency symbols).

3.2.3 Experimental results

As the first stage of our experiments, we studied STR behavior with the clas-
sical bigram and trigram models (graphs in Figures 3.2 and 3.5). We also
made some attempts by changing the direction of the edges in the graph,
taking the input text from left to right and vice versa. Finally, we imple-
mented a linear interpolation method between unigram, bigram and trigram
models, adjusting automatically the parameters of the interpolation, using
the algorithm shown in (Brants, 2000).

Results obtained with these basic models are shown in Table 3.1. Models
ending with “R” corresponds to the original graph models with their edges

Lyww. cis. upenn.edu/~treebank
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directed to the opposite direction (Reverse versions of the original models).
We noted with “B” those experiments with bidirectional graph models (edges
in both directions).

Graph Models | Accuracy
Bigrams 95.17%
BigramsR 94.40%
BigramsB 95.02%
Trigrams 95.15%
TrigramsR 94.46%
TrigramsB 94.48%
Interpolation 95.22%
InterpolationR 94.44%
InterpolationB 94.56%

Table 3.1 — Results of the experiments using STR with basic Markov-based graph
models.

According to the Table, the best results are reached with the linear inter-
polation model. We also obtain a good performance with bigram and trigram
graph models, with their edges directed from left to right.

Stacking experiments

In this section we show the experimental results obtained by using a Stacking
schema within our framework. In order to check out the influence of Tex-
tRank scores in the classification task, two stacking schemas were designed.
The first one involves only the graph models. In the second schema the
TextRank scores of each tag were included as another feature.

Model Tags | Tags+Ranking
Bigrams+R 95, 53% 96, 07%
Trigrams+R 95, 64% 96, 10%
Interpolation+R. | 95, 59% 96, 02%

Table 3.2 — Results obtained