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Resumen: Los medios sociales, tales como blogs, foros y redes, ofrecen un excelente
escenario para compartir información y conectar personas. La información vertida
en estos medios es de gran interés tanto para empresas como para particulares. Sin
embargo, el gran volumen en que se presenta limita su utilidad a menos que se
disponga de herramientas eficientes para su manejo. En este contexto, dos tareas
de Procesamiento de Lenguaje Natural, la detección de temas y la clasificación de
polaridad, adquieren gran relevancia. La detección de temas conlleva explorar la web
en busca de contenidos relacionados con un determinado tema o materia. La cla-
sificación de polaridad, por su parte, significa determinar la orientación polar (i.e.,
positivo o negativo) de un texto. Estas dos tareas son el objetivo de la competición
TASS-SEPLN. En el presente trabajo, se describe la participación de la UNED en
dicha competición. Para la tarea de detección de temas, se presenta un sistema ba-
sado en un modelo probabiĺıstico (Twitter-LDA). Para la clasificación de polaridad,
se propone un método basado en significados emocionales. Los resultados experi-
mentales muestran que el sistema desarrollado se comporta adecuadamente.
Palabras clave: social media, detección de temas, clasificación de polaridad

Abstract: Social media, such as blogs, forums, and social networks, offer an excellent
place for sharing information and connecting people. The information in these media
(usually referred to as user generated content) is of great interest for both companies
and individuals. However, the huge amount of information that is generated need
to be efficiently processed to be of real use. In this context, two Natural Language
Processing tasks, topic detection and polarity classification, become highly relevant.
Topic detection involves exploring the web in the search for contents related to a
given topic. Polarity classification, in turn, is a sentiment analysis task concerned
with the problem of determining the polar orientation (i.e., positive or negative)
of a text. These two tasks are the focus of the TASS-SEPLN competition. In this
paper, we present the participation of the UNED group in such competition. For
topic detection, we present a system based on a probabilistic model (Twitter-LDA).
For polarity classification, we propose an emotional concept-based method. The
experimental results show the adequacy of our approach for the task.
Keywords: social media, topic detection, polarity classification

1. Introduction

The enormous popularity of “social media”,
such as blogs, forums, or real time social net-
working’s sites offer a place for sharing infor-
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mation as it happens and for connecting peo-
ple in real time, often making lasting friends-
hips, contacts and spreading a wealth of la-
test news about real-world events and topics
dominating social discussions. This spread of
new social media channels has produce a hu-
ge amount of the so called user generated
content, which has motivated many natural
language processing task, such as sentiment
analysis, topic detection, product comparison



or opinion summarization. In this paper we
focus on sentiment analysis and topic detec-
tion.

With more than 140 million active users
and 340 million tweets a day (as of March
2012), Twitter presents the most popular and
interesting social media channel from a re-
search perspective. However, due to its cha-
racteristics, it is the most noisy and intensive
stream of new content, which makes users to
face a challenge when they want to find the
most interesting themes in few time.

Topic exploration is a laborious and time-
consuming task, usually involving several
searches. Users are particularly interested in
emergent topics that arise from recent events
but the representation of the data and the
search results of the social media sites do not
support this kind of information. Detecting
and characterizing emerging topics of discus-
sion through analysis of Internet data is of
great interest to particular users and for bu-
sinesses. For example, a market analyst may
want to review technical and news-related li-
terature for recent trends that will impact the
companies he is watching and reporting on.
The manual review of all the available data is
simply not feasible. Human experts who are
tasked with identifying emerging events need
to rely on automated systems as the amount
of information available in digital format in-
creases.

On the other hand, sentiment analysis is
concerned with the problem of discovering
emotional meanings in text. This discipline
has gained much attention from the research
community in recent years, mainly due to its
many practical applications and the increa-
sing availability of user generated content.

One of the most popular sentiment analy-
sis tasks is polarity classification, which at-
tempts to classify texts according to the posi-
tivity or negativity of the opinions expressed
in them (Pang, Lee, y Vaithyanathan, 2002;
Turney, 2002; Esuli y Sebastiani, 2006; Wil-
son, Wiebe, y Hoffmann, 2009; Wiegand et
al., 2010). Determining polarity might seem
an easy task, as many words have some pola-
rity by themselves. However, words do not al-
ways express the same emotions, and in most
cases the polarity of a word depends on the
context in which the word is used. So, terms
that clearly denote negative feelings can be
neutral, or even positive, depending on their
context. The degree or strength of polarity is

also an interesting point to consider. For su-
re, any opinionated sentence can be classified
into positive or negative, but it is clear that
not all sentences express the same negative or
positive intensity. So, sentiment analysis sys-
tems should include semantic-level analysis in
order to solve word ambiguity and correctly
capture the meaning of each word according
to its context. Also, complex linguistic pro-
cessing is needed to deal with problems such
as the effect of negations and intensifiers. Mo-
reover, understanding the emotional meaning
of the different textual units is important to
accurately determine the overall polarity of a
text and its degree.

In this paper, we present a combined sys-
tem that has as main objectives analyzing the
sentiments of tweets written in Spanish, and
grouping them into a set of given topics. To
accomplish the first objective we have adap-
ted an existing emotional concept-based sys-
tem for sentiment analysis to classify tweets
in Spanish. The original method makes use of
an affective lexicon to represent the text as
the set of emotional meanings it expresses,
along with advanced syntactic techniques to
identify negations and intensifiers, their sco-
pe and their effect on the emotions affected
by them. Besides, the method addresses the
problem of word ambiguity, taking into ac-
count the contextual meaning of terms by
using a word sense disambiguation algorithm.
For the second objective, detection of topics,
we first build for each topic of the task a lexi-
con of words that best describe it, thus repre-
senting each topic as a ranking of discrimina-
tive words. Moreover, a set of events is retrie-
ved based on a probabilistic approach that
was adapted to the characteristics of Twitter.
To determine which of the topics corresponds
to each event, the topic with the highest sta-
tistical correlation was obtained comparing
the ranking of words of each topic and the
ranking of words most likely to belong to the
event.

The paper is organized as follows. Section
2 introduces previous work in topic detection
and sentiment analysis. Section 3 presents
the combined system. Section 4 describes and
discusses the results obtained by the system
in the TASS-SEPLN challenge. Finally, sec-
tion 5 provides concluding remarks and outli-
nes future work.



2. Related work

The topic of a tweet is a latent feature and
can be inferred by analyzing its content. Mo-
deling Twitter content requires methods that
are suitable for short texts with heterogeneo-
us vocabulary. Recent work shows that one
such method is Latent Dirichelet Allocation
(LDA) (Blei, Ng, y Jordan, 2003) and its ex-
tensions (Weng et al., 2010). A direct appli-
cation is to use the traditional LDA model to
discover topics from tweets by treating each
tweet as a single document, but it is probable
that this method does not work well taking in
to account that tweets are very short (often
containing only a single sentence).

To overcome this difficulty, some previous
studies proposed to consider all the tweets
of a user as a single document (Weng et
al., 2010; Hong y Davison, 2010). This treat-
ment can be regarded as an application of
the author-topic model (Steyvers et al., 2004)
to tweets, where each document (tweet) has
a single author. However, the aggregated
tweets of a single user may have a diverse
range of topics, so this model does not ex-
ploit the following important property of the
tweets: a single tweet is usually about a single
topic. We apply a modified author-topic mo-
del called Twitter-LDA introduced by (Zhao
et al., 2011), which assumes a single topic as-
signment for an entire tweet.

Concerning polarity classification, this
task is usually formulated as a supervi-
sed ML problem with two classes (i.e. po-
sitive and negative), but sometimes consi-
ders a more fine-grained classification (e.g.
strongly-negative, negative, neutral, positive
and strongly-positive). Traditional approa-
ches consider the text as a bag of word fre-
quencies, n-grams, or even more complex le-
xical features, such as phrases and informa-
tion extraction patterns (Pang, Lee, y Vaith-
yanathan, 2002; Dave, Lawrence, y Pennock,
2003; Riloff, Patwardhan, y Wiebe, 2006).
Approaches based on word frequencies have
the main drawback of being highly dependent
on the application domain.

An alternative to word-based learning is
sentiment-based learning. That is, instead of
representing the text as a bag of words, the
text is modeled as a set of polar expressions
(Das y Chen, 2001; Wilson, Wiebe, y Hoff-
mann, 2009). Polar expressions are words
that contain a prior polarity. For example, li-
ke or good are positive polar expressions, whi-

le hate or bad are negative ones. However, the
approaches above work with words instead of
senses, disregarding the contextual meaning
of such words, and the fact that a word may
present various senses of which some of them
could have different polarities. On the other
hand, even though the use of polarity-based
lexicons is quite frequent, few works employ
more fine-grained emotional resources. The-
re seems to be an assumption that emotional
classification exclusively depends on the po-
lar orientation of the words or concepts wit-
hin the text, regardless of the sentiments or
emotions they express. However, it is clear,
for instance, that the words cancer and cold,
though having a negative orientation, express
different emotions: a cancer is usually asso-
ciated with fear and sadness, while a cold is
better associated with displeasure or dislike.

Finally, in spite of their importance for
sentiment analysis tasks, linguistic modifiers
such as negation or intensifiers have attrac-
ted less attention and are usually addressed
in very naive fashion. For example, negation
is mostly considered a simple polarity shifter
(Das y Chen, 2001), while intensifiers are all
considered as amplifiers or diminishers that
contain a fixed value for all positive words
and another value for all negative words res-
pectively (Polanyi y Zaenen, 2006).

3. UNED system

In this section we present the system for topic
detection and polarity classification.

For the task of topic detection, our sys-
tem has three stages. In the first one (Section
3.1.1), the system uses a corpus of tweets la-
beled with topics to obtain a ranking of im-
portant words for every topic. Note that this
stage can be done off-line. The second sta-
ge (Section 3.1.2) consists in, given a set of
tweets, obtaining clusters of tweets that dis-
cuss the same event, for example: reviews on
a novel, recommendations of a book, com-
ments about an author. And finally, in the
third stage (Section 3.1.3) we identify, for
each event, to which of the 10 topics it be-
longs to.

In polarity classification, our main concern
is to analyze the applicability of a complex
emotional concept-based approach intended
for classifying product reviews, to classify
tweets in Spanish. To this aim, we have adap-
ted the approach presented in (Carrillo de
Albornoz, Plaza, y Gervás, 2010) for pola-



rity and intensity classification of opiniona-
ted texts. The main idea of this method is
to extract the WordNet concepts in a sen-
tence that entail an emotional meaning, as-
sign them an emotion within a set of ca-
tegories from an affective lexicon, and use
this information as the input to a machine
learning algorithm. The strengths of this ap-
proach, in contrast to other more simple stra-
tegies, are: (1) the use of WordNet and a
word sense disambiguation algorithm, which
allows the system to work with concepts rat-
her than terms, (2) the use of emotions ins-
tead of terms as classification attributes, and
(3) the processing of negations and intensi-
fiers to invert, increase or decrease the inten-
sity of these emotions. This system has been
shown to outperform previous systems which
aim to solve the same task.

3.1. Topic detection

3.1.1. Topic representation

Intuitively, the words that best describe a to-
pic are the words that occur relatively more
frequently in the tweets that are labeled with
this topic than in the tweets labeled with a
different topic. Based on this intuition, we ob-
tain a weighted vector of important words for
a topic using the Kullback-Leibler Divergence
(KLD). The KLD measures the relative en-
tropy between two probability distributions.
We calculate for every topic t the KLD scores
of it’s lexical units as:

KLDt(w) = PR(t)× log
PR(w)

PN (w)

Where: PR(w) - probability of the lexical
unit w occurring in the relevant documents
(tweets labeled with the topic t) , and calcu-
lated as fR(w)/R, where fR(w) - frequency
of occurrence of w in the relevant set, R -
number of terms in the relevant set; PN (w)
- probability of the lexical unit w occurring
in the non-relevant documents (tweets labe-
led with a different topic), and calculated as
fN (w)/N , where fN (w) - frequency of occu-
rrence of w in the non-relevant set, N - num-
ber of terms in the non-relevant set. In this
way, we have for each topic the ranking of
words that best describes it.

3.1.2. Event detection

In order to obtain the events we use an
approach based on a latent variable topic

model, namely Latent Dirichelet Allocation
(LDA) (Blei, Ng, y Jordan, 2003). It is
an unsupervised machine learning technique
which uncovers information about latent to-
pics across a corpora. We use a variant of
LDA proposed by Zhao et al. (Zhao et al.,
2011) that is adapted to the characteristics
of Twitter: tweets are short (140-character li-
mit) and a single tweet tends to be about a
single topic.

The model is based on the following as-
sumptions. There is a set of topics T in Twit-
ter, each represented by a word distribution.
Each user has her topic interests modeled by
a distribution over the topics. When a user
wants to write a tweet, first chooses a topic
based on her topic distribution. Then the user
chooses a bag of words one by one based on
the chosen topic. However, not all words in a
tweet are closely related to the topic of that
tweet; some are background words commonly
used in tweets on different topics. Therefore,
for each word in a tweet, the user first de-
cides whether it is a background word or a
topic word and then chooses the word from
its respective word distribution. The process
is described as follows:

1. Draw φB ∼ Dir(β), π ∼ Dir(γ)

2. For each topic t ∈ T ,

(a) draw φt ∼ Dir(β)

3. For each user u ∈ U ,

(a) draw θ ∼ Dir(α)

(b) for each tweet du,m

i. draw zu,m ∼Multi(θ)

ii. for each word wu,m,n

A. draw yu,m,n ∼ Bernoulli(π)

B. draw wu,m,n ∼Multi(φB) if
yu,m,n = 0 and wu,m,n ∼
Multi(φzu,m) if yu,m,n = 1

where: φt denotes the word distribution for
topic t; tB the word distribution for back-
ground words; θu denotes the topic distri-
bution of user u and π denotes a Bernou-
lli distribution that governs the choice bet-
ween background words and topic words. Af-
ter applying the TwitterLDA model, a topic
is represented as a vector of probabilities over
the space of words.



3.1.3. Trending topics

Lastly, we need to obtain a mapping between
the topics of the task and the events retrieved
by the TwitterLDA method. Noting that, we
have two rankings: the ranking of words that
best describes each topics obtained from the
training data, and for each event of TLDA,
the probability that the words belong to that
event, this may be constructed as the impor-
tance of that word on the event, i.e. a ran-
king of words of the events. Therefore, using
a measure of correlation of rankings for each
event, we can obtain the topic to which it
relates.

A rank correlation is the relationship bet-
ween different rankings of the same set of
items (ranking of words). A rank correlation
coefficient measures the degree of similarity
between two rankings. We use one of the most
popular rank correlation statistic: the Ken-
dall rank correlation coefficient, commonly
referred to as Kendall’s tau (τ) coefficient.
Given two rankings on the same domain (on
the same set of objects), Kendall’s rank co-
rrelation coefficient τ is defined as:

τ =
nc − nd

1
2n(n− 1)

where nc is the number of concordant
pairs and nd is the number of discordant
pairs. A concordant (discordant) pair is an
ordered pair of objects, which has the same
(opposite) order in both rankings. Kendall’s
τ is normalized in the interval 〈−1, 1〉 . In the
case of maximum similarity between two ran-
kings τ = 1 (rankings are identical). In the
case of maximum dissimilarity τ = −1 (one
ranking is reverse of the other).

Thus, for each event retrieved by Twit-
terLDA, we calculate the correlation with
each of the topics and choose the topic that
has greater value.

3.2. Sentiment Analysis

The original method presented in (Carrillo de
Albornoz, Plaza, y Gervás, 2010) has been
modified to improve the scope detection ap-
proach for negation and intensifiers in order
to deal with the effect of subordinate senten-
ces and special punctuation marks. Also, the
presented approach uses the SentiSense affec-
tive lexicon (Carrillo de Albornoz, Plaza, y
Gervás, 2012), which is a lexicon specifically
designed for opinionated texts. Sentisense at-
taches an emotional category from a set of

14 emotions to WordNet concepts. SentiSen-
se also include the antonym relationship bet-
ween emotional categories, which allows us
to capture the effect of some linguistic modi-
fiers such as negation. We have adapted the
system to work with Spanish texts, as the
original system is conceived for English. The
method comprises four steps that are descri-
bed below:

3.2.1. Pre-processing: POS Tagging
and Concept Identification

The first step aims to translate each text to
its conceptual representation in order to work
at the concept level in the next steps and
avoid word ambiguity. To this end, the input
text is split into sentences and the tokens are
tagged with their POS using the Freeling li-
brary (Carreras et al., 2004). In this step, the
syntax tree of each sentence is also retrieved
using the Freeling chunk parser. With this in-
formation, the system next maps each token
to its appropriate WordNet concept using the
UKB algorithm (Agirre y Soroa, 2009) as in-
cluded in the Freeling library. Besides, to en-
rich the emotion identification step, the hy-
pernyms of each concept are retrieved from
WordNet.

3.2.2. Emotion Identification

Once the concepts are identified, the next
step maps each WordNet synset to its co-
rresponding emotional category in the Senti-
Sense affective lexicon, if any. The emotional
categories of the hypernyms are also retrie-
ved. We hypothesize that the hypernyms of
a concept entail the same emotions than the
concept itself, but decreasing the intensity of
the emotion as we move up in the hierarchy.
So, when no entry is found in the SentiSense
lexicon for a given concept, the system re-
trieves the emotional category associated to
its nearest hypernym, if any. However, only a
certain level of hypernymy is accepted, since
an excessive generalization introduces some
noise in the emotion identification. This para-
meter has been empirically set to 3. In order
to accomplish this step for Spanish texts we
have automatically translated the SentiSense
lexicon to the Spanish language. To do this,
we have automatically updated the synsets
in SentiSense to their WordNet 3.0 version
using the WordNet mappings. In particular,
for nouns and verbs we use the mappings pro-



vided by the WordNet team1 and for adjec-
tives and adverbs, the UPC mappings2. In
this automatic process we have only found
15 labeled synsets without a direct mapping,
which were removed in the new SentiSen-
se version. Finally, in order to translate the
SentiSense English version to Spanish we use
the Multilingual Central Repository (MRC)
(Gonzalez-Agirre, Laparra, y Rigau, 2012).
The MCR is an open source database that
integrates WordNet versions for five different
languages: English, Spanish, Catalan, Basque
and Galician. The Inter-Lingual-Index (ILI)
allows the automatic translation of synsets
from one language to another.

3.2.3. Post-processing: Negation and
Intensifiers

In this step, the system has to detect and
solve the effect of negations and intensifiers
over the emotions discovered in the previous
step. This process is important, since these
linguistic modifiers can change the polarity
and intensity of the emotional meaning of the
text. Clearly, the text Recio no tiene indicios
potentes para denunciar a los responsables de
los ERE entails different polarity than the
text Recio tiene indicios potentes para de-
nunciar a los responsables de los ERE, and
sentiment analysis systems must be aware of
this fact.

To this end, our system first identifies the
presence of modifiers using a list of common
negation and intensification tokens. In such a
list, each intensifier is assigned a value that
represents its weight or strength. The scope
of each modifier is determined using the syn-
tax tree of the sentence in which the modifier
arises. We assume as scope all descendant leaf
nodes of the common ancestor between the
modifier and the word immediately after it,
and to the right of the modifier. However, this
process may introduce errors in special cases,
such as subordinate sentences or those con-
taining punctuation marks. In order to avoid
this, our method includes a set of rules to de-
limit the scope in such cases. These rules are
based on specific tokens that usually mark
the beginning of a different clause (e.g., por-
que, hasta, por qué, aunque, etc.). Since some

1WordNet mappings. http://wordnet.princeton
.edu/wordnet/download/.

2Universidad Politécnica de Cataluña mappings.
http://nlp.lsi.upc.edu/web/index.php?option=
com content&task=view&id=21
&Itemid=57.

of these delimiters are ambiguous, their POS
is used to disambiguate them. Once the mo-
difiers and their scope are identified, the sys-
tem solves their effect over the emotions that
they affect in the text. The effect of negation
is addressed by substituting the emotions as-
signed to the concepts by their antonyms. In
the case of the intensifiers, the concepts that
fall into the scope of an intensifier are tagged
with the corresponding percentage weight in
order to increase or diminish the intensity of
the emotions assigned to the concepts.

In order to adapt the present method to
Spanish texts, a list of common negation to-
kens in Spanish (such as no, nunca, nada, na-
die, etc.) and common intensifiers (más, me-
nos, bastante, un poco, etc.) were developed
(based on the original list of negation and in-
tensifier signals from (Carrillo de Albornoz,
Plaza, y Gervás, 2010)). In order to determi-
ne the scope of each modifier, the syntax tree
as generated by the FreeLing library is used.

3.2.4. Classification

In the last step, all the information generated
in the previous steps is used to translate each
text into a Vector of Emotional Intensities
(VEI), which will be the input to a machine
learning algorithm. The VEI is a vector of
14 positions, each of them representing one
of the emotional categories of the SentiSense
affective lexicon. The values of the vector are
generated as follows:

For each concept, Ci, labeled with an
emotional category, Ej , the weight of
the concept for that emotional category,
weight(Ci;Ej), is set to 1.0.

If no emotional category was found for
the concept, and it was assigned the
category of its first labeled hypernym,
hyperi, then the weight of the concept is
computed as:

weight(Ci;Ej) = 1/(depth(hyperi) + 1)

If the concept is affected by a nega-
tion and the antonym emotional cate-
gory, Eantonj , was used to label the con-
cept, then the weight of the concept is
multiplied by α = 0,6. This value has
been empirically determined in previous
studies. It is worth mentioning that the
experiments have shown that α values



below 0.5 decrease performance sharply,
while it drops gradually for values above
0.6.

If the concept is affected by an intensi-
fier, then the weight of the concept is in-
creased/decreased by the intensifier per-
centage, as shown in:

weight(Ci;Ej) = weight(Ci;Ej)∗(100+ %)

Finally, the position in the VEI of the
emotional category assigned to the con-
cept is incremented by the weight pre-
viously calculated.

4. Evaluation and discussion

This section presents the evaluation of our
system in the context of the TASS-SEPLN
competition.3 The data set consists of tweets,
written in Spanish by nearly 200 well-known
personalities and celebrities of the world. The
set is divided into two sets: training ( 7,210
tweets) and test (60,798 tweets). Each tweet
is tagged with its global polarity, indicating
whether the text expresses a positive, nega-
tive or neutral sentiment, or no sentiment at
all. 5 levels have been defined: strong positive
(P+), positive (P), neutral (NEU), negative
(N), strong negative (N+) and one additio-
nal no sentiment tag (NONE). Each tweet of
the corpus has been semiautomatically assig-
ned to one or several of 10 possible topics:
sports, music, literature, soccer, politics, eco-
nomy, art, entertainment, music and techno-
logy.

4.1. Topic detection

The aim of this tasks is to automatically iden-
tify the topic of each tweet. We run Twitter-
LDA with 500 iterations of Gibbs sampling.
After trying a few different numbers of to-
pics, we empirically set the number of topics
to 100. We set α to 50,0/|T |, β to a sma-
ller value of 0.01 and λ to 20 as (Zhao et al.,
2011) suggested. Table 1 shows the results
obtained by our system. Due to space cons-
traints we only show the result reached by
our system and the system that was in first
place. It may be seen that the result of our
system is not satisfactory. We believe that
this behavior is due to the vocabulary that

3The task guidelines may be found in
http://www.daedalus.es/TASS/tasks.php

was obtained for each topic in the stage of
representation (see Section 3.1.1). For exam-
ple, the topic literature has only 99 tweets
and most are references or comments about
any book or novel. Most of the time the to-
pic can be deduced from a single word of the
tweet: novel, book, author readings, literary.
Therefore, when building the vocabulary the-
re are few words that really belong to this
topic.

An important improvement to enrich the
vocabulary could be to add words from an
external resource (e.g., WordNet Domains
(Magnini y Cavaglia, 2000)), and name of en-
tities related to the domain (could be extrac-
ted from Wikipedia).

System Precision Rank

L2F - INESC 65,37 % 1
UNED 30,98 % 15

Table 1: Trending topic coverage

4.2. Polarity classification

In the TASS-SEPLN competition, polarity
classification is evaluated as two different
tasks. The first task consists in automatically
classifying each tweet in one of the 5 polarity
levels previously mentioned. However, prior
to this classification, the task requires to filter
those tweets which do not express any senti-
ment (i.e., those tagged as NONE). To per-
form this filtering, our system simply consi-
ders an extra class, NONE, so that it classifies
the tweets into six classes. Next, the tweets
classified as NONE are ignored for evaluation
purposes.

The results of the two variants of the
UNED system for this task are shown in Ta-
ble 2. The first uses the logistic model in We-
ka as the ML algorithm, while the second uses
the J48 algorithm. As it may be observed,
accuracy for both algorithms is over 52 %,
which is a very high accuracy considering the
complexity of the task and the high num-
ber of polarity classes that are taken into ac-
count. Therefore, our results in this task are
quite satisfactory, as evidenced by the fact
that our runs are ranked 7th and 8th in the
competition (of 20 systems)4. Besides, the re-
sults of the two runs are quite similar, regard-

4The competition ranking may be found in
http://www.daedalus.es/TASS/participation.php



System Accuracy Rank

Elhuyar F. 65.29 1
UNED-Logistic 53,82 % 7
UNED-J48-Graft 52,54 % 8

Table 2: 5-classes polarity detection

less of the ML algorithm that is used, which
seems to indicate that our emotional-based
representation is correctly capturing the po-
larity of the text.

The second task consists in classifying
each tweet in 3 polarity classes. To this end,
only the tweets tagged as positive, neutral
and negative are considered. The results of
the two UNED runs for this task are shown
in Table 3. As expected, the results are bet-
ter than those obtained in the previous task,
since the number of polarity classes is lower,
and thus the task is simpler. Again, the two
variant of our system are ranked 7th and
8th among the 20 participants. However, it
is worth mentioning that, even if we consider
these results to be quite positive, the origi-
nal system have presented significantly bet-
ter accuracy when evaluated over other data
sets (in particular, sets of different product
reviews). This is due to two main facts: first,
the systems is expected to work better when
classifying product reviews than more general
texts (as the tweets in hands), since product
reviews express the user’s satisfaction or dis-
satisfaction with the different product attri-
butes, and therefore employ a highly emotive
language. Second, the coverage of the affecti-
ve lexicon, SentiSense, for the evaluation da-
ta sets is quite poor (only around 12 % of the
words are labeled), and therefore we find that
an important number of tweets are not labe-
led with any emotion. This was expected, sin-
ce SentiSense is specially designed for proces-
sing product reviews. Therefore, taking this
low coverage into account, we expect that ex-
panding the coverage of SentiSense will allow
us to significantly improve the classification
results.

5. Conclusions

This paper presents the contribution of the
UNED group to the tasks of sentiment analy-
sis and trending topics at the TASS whorks-
hop. The results have shown that the met-
hod for determining the polarity of the tweets

System Accuracy Rank

Elhuyar F. 71.12 1
UNED-Logistic 59,03 % 7
UNED-J48-Graft 58,77 % 8

Table 3: 3-classes polarity detection

performs reasonably well taking into account
that the system was originally conceived for
English texts. This may have influenced the
results because it was necessary to make an
automatic translation of the SentiSense af-
fective lexicon and also to use the Spanish
version of Wordnet, which has considerably
less coverage than the English version. Howe-
ver, the topic detection obtained quite poor
results and we believe that what should be
improved is the representation of the topics.
Thus, as future work we plan to use other
sources and/or resources in order to retrieve
better discriminative words for each topic.
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79–86, Philadelphia, USA.

Polanyi, Livia y Annie Zaenen. 2006. Con-
textual valence shifters. En W. Bruce
Croft James Shanahan Yan Qu, y Janyce
Wiebe, editores, Computing Attitude and
Affect in Text: Theory and Applications,
volumen 20 de The Information Retrieval
Series. Springer Netherlands, páginas 1–
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’06, páginas 440–448, Stroudsburg, PA,
USA. Association for Computational Lin-
guistics.

Steyvers, Mark, Padhraic Smyth, Michal
Rosen-Zvi, y Thomas Griffiths. 2004.
Probabilistic author-topic models for in-
formation discovery. En Proceedings of the
tenth ACM SIGKDD international con-
ference on Knowledge discovery and data
mining, KDD ’04, páginas 306–315, New
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